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Kernel scheduling is the problem of finding the most efficient implementation for a computational kernel.

Identifying this implementation involves experimenting with the parameters of compiler optimizations, such

as the size of tiling windows and unrolling factors. This paper shows that it is possible to organize these

parameters as points in a coordinate space. The function that maps these points to the running time of

kernels, in general, will not determine a convex surface. However, this paper provides empirical evidence that

the origin of this surface—an unoptimized kernel—and its global optimum—the fastest kernel—reside on a

convex region. We call this hypothesis the “droplet expectation”. Consequently, a search method based on the

coordinate descent algorithm tends to find the optimal kernel configuration quickly if the hypothesis holds.

This approach—called Droplet Search—has been available in Apache TVM since April of 2023. Experimental

results with six large deep learning models on various computing devices (ARM, Intel, AMD, and NVIDIA)

indicate that Droplet Search is not only as effective as other AutoTVM search techniques but also two to ten

times faster. Moreover, models generated by Droplet Search are competitive with those produced by TVM’s

AutoScheduler (Ansor), despite the latter using four to five times more code transformations than AutoTVM.
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1 INTRODUCTION
In the context of this paper, a kernel is a function that reads and write data indexed by a linear

combination of natural numbers. Kernels are typically implemented as nests of affine loops. Ex-

amples of kernels include matrix multiplication, transposition, and convolutions. Following Jin

et al. [2022], we say that a deep learning model is a function implemented as alternating layers of

kernels and non-linear functions (sigmoid, ReLU, etc.). Examples of deep-learning models include

neural networks, such as BERT [Devlin et al. 2019], ResNet-18 [He et al. 2015], VGG-16 [Sengupta

et al. 2018], MobileNet [Howard et al. 2017], and MXNet [Chen et al. 2015].
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The Space of Kernel Schedulings. A kernel is an abstract concept that supports different concrete

implementations [Jin et al. 2022]. Each implementation, in this paper, is called a kernel schedule. The
set of every schedule of a kernel is called its search space. The choice of implementation impacts

the performance of the kernel. Finding the best schedule for a kernel is an optimization problem

whose objective function is running time: the faster a kernel runs, the better that schedule is. The

problem of finding exact analytical solutions to kernel scheduling is open, even when fixing the

computer architecture [Tollenaere et al. 2023]. Hence, typical techniques are stochastic, take time

to converge and provide no guarantees of optimality [Lebedev and Belecky 2021].

Coordinates and Neighborhoods. Kernel schedules differ due to the application of code transfor-

mations, such as tiling, unrolling, and thread blocking. If we fix the sequence of transformations

that define the search space, then each schedule is uniquely determined by the transformation

parameters: unrolling factor and tiling window per loop, number of threads per block, etc. These
parameters admit a total order: if 𝑚 < 𝑛, 𝑛,𝑚 ∈ N, then an unrolling factor of 𝑛 is larger than

an unrolling factor of𝑚. This ordering determines coordinates on the space of kernel schedules;

hence, yielding a notion of a neighborhood. The neighborhood function relates kernel configurations
produced by transformation vectors that differ by a minimal difference on one parameter.

The Key Observation and the Implied Hypothesis: In a convex optimization space, every local

minimum is a global minimum. The space of kernel schedules is usually not convex, as Example 3.5,

in Section 2, will show. However, we believe that the following expectation applies to the vast

majority of machine learning models: It is possible to project the set of all kernel schedules onto a
system of coordinates, such that the region between the origin of this space and the fastest kernel
configuration form a convex hypersurface with respect to the running time of the kernels. Hence,
the optimum configuration can be reached from the origin by deriving the running time function

along a continuous neighborhood of kernel configurations. We call this observation the Droplet
Expectation, and formalize it in Section 3 (see Definition 3.6 on Page 8).

Based on this expectation, this paper describes a scheduling technique called Droplet Search,
which is currently part of Apache TVM

1
. This paper evaluates Droplet Search on six architectures

(two x86 CPUs, two ARMCPUs, and two NVIDIA GPUs); and on six models (BERT, ResNet-18, VGG-

16, MobileNet, MXNet, and Inception-v3). Section 4 shows that Droplet Search runs up to ten times

faster than the other four search algorithms in AutoTVM [Chen et al. 2018] and the search algorithm

in TVM’s Ansor [Zheng et al. 2020]. The kernels produced via Droplet Search tend to outperform

those produced by the other search approaches in AutoTVM, and approximate those produced by

Ansor, even though the latter might use up to four times more transformation parameters. These

results, summarized in Figure 11 (Page 15), come from the following contributions:

Intuition: the droplet expectation is not a theorem: in Section 4.4, we show that it is possible

to disprove it using analytical cost models involving discontinuous functions. However, the

hypothesis is expected to hold in cost models described by contiguous functions involving only

positive domain and coefficients: a property that Renganarayana and Rajopadhye [2008] call

“Positivity”. These models are rather common: Table II in Renganarayana and Rajopadhye’s

manuscript lists eight of them from previous work. More recent models [Olivry et al. 2021,

2020] share similar properties, as Section 4.4 discusses.

Simplicity: the implementation of droplet’s search in AutoTVM 0.14.0 (the pseudo code in Fig-

ure 4, Page 6) consists of 127 lines of commented Python code. For comparison, the implemen-

tation of TVMXGB’s search [Chen et al. 2018] uses 971 lines in three files (xgboost_tuner.py,
xgboost_cost_model.py and sa_model_optimizer.py).

1
Release v0.13.0 (https://github.com/apache/tvm/pull/14683).
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Adaptability: Droplet Search works in any setting where AutoTVM does, including settings

like a Cortex A7, where Ansor cannot be used to optimize MobileNet [Howard et al. 2017].

Efficiency: Droplet Search converges more than twice as fast as the different algorithms

available in AutoTVM (random sampling, grid search, genetic search, and XGBoost) and

usually is more than four times faster than TVM’s AutoScheduler.

Effectiveness: in almost every experiment we ran, Droplet Search delivered kernels that either

match or outperform those produced by the other schedulers in AutoTVM. Compared to

Ansor, in a universe of 30 experiments, Droplet Search found faster kernels in eleven settings,

and lost in twelve. However, Ansor uses up to four times more transformations.

2 THE SEARCH SPACE
A kernel admits an abstract view, formed by an iteration space, a data space, and a computation

constrained into these zones
2
. As mentioned in Section 1, this view can be implemented in multiple

ways as long as the data dependencies encoded in the kernel’s computation are respected. Each

implementation differs in how the iteration space is traversed. This scheduling determines how the

kernel’s computation updates the data space. Example 2.1 clarifies these notions.

Example 2.1. Figure 1 shows an abstract view of the matrix multiplication kernel. The compu-

tations performed by the kernel can be indexed by triples (𝑖, 𝑗, 𝑘), which form its iteration space.

The bounds 𝑅𝐴, 𝐶𝐵 , and 𝐶𝐴 that delimit this space abide by two constraints. The first, 𝐶𝑎 = 𝑅𝐵 , is

mandatory for correctness; the second—𝑅𝐴 is even—we use for the sake of the example. Figure 1

also shows five implementations of the abstract kernel. These implementations produce the same

matrix C; however, the order in which the computations occur—the kernel schedule—might vary.

A ⊆ (0 … RA) ⨉ (0 … CA)

B ⊆ (0 … RB) ⨉ (0 … CB)

C ⊆ (0 … RC) ⨉ (0 … CC)

i ∈ (0 … RA)

j ∈ (0 … CB)

k ∈ (0 … CA)

Cij = Cij + Aik ⨉ Bkj

Data space: Iteration space:

Computation:

void mm(f64* A, f64* B, f64* C,
        int RA, int CA, int CB) {
  for (int i0 = 0; i0 < RA; i0++) {
    for (int j0 = 0; j0 < CB; j0++) {
      for (int k0 = 0; k0 < CA; k0++) {
        int ij = i0 * CB + j0;
        int ik = i0 * CA + k0;
        int kj = k0 * CB + j0;
        C[ij] += A[ik] * B[kj];
} } } }

void mm_jki(f64* A, f64* B, f64* C,
            int RA, int CA, int CB) {
  for (int j0 = 0; j0 < CB; j0++) {
    for (int k0 = 0; k0 < CA; k0++) {
      for (int i0 = 0; i0 < RA; i0++) {
        int ij = i0 * CB + j0;
        int ik = i0 * CA + k0;
        int kj = k0 * CB + j0;
        C[ij] += A[ik] * B[kj];
} } } }

void mm_jki_roll(f64* A, f64* B, f64* C,
                 int RA, int CA, int CB) {
  for (int j0 = 0; j0 < CB; j0++) {
    for (int k0 = 0; k0 < CA; k0++) {
      for (int i0 = 0; i0 < RA; i0 += 2) {
        int ij = i0 * CB + j0;
        int ik = i0 * CA + k0;
        int kj = k0 * CB + j0;
        C[ij] += A[ik] * B[kj];
        ij = (i0+1) * CB + j0;
        ik = (i0+1) * CA + k0;
        kj = k0 * CB + j0;
        C[ij] += A[ik] * B[kj];
} } } }

void mm_jki_tile_8(f64* A, f64* B, f64* C,
                   int RA, int CA, int CB) {
  for (int j0 = 0; j0 < CB; j0 += 8) {
    for (int k0 = 0; k0 < CA; k0 += 32) {
      for (int i0 = 0; i0 < RA; i0 += 16) {
        int jmax = j0 + 8 > CB ? CB : j0 + 8;
        for (int j1 = j0; j1 < jmax; ++j1) {
          int kmax = k0 + 32 > CA ? CA : k0 + 32;
          for (int k1 = k0; k1 < kmax; ++k1) {
            int imax = i0 + 16 > RA ? RA : i0 + 16;
            for (int i1 = i0; i1 < imax; ++i1) {
              int ij = i1 * CB + j1;
              int ik = i1 * CA + k1;
              int kj = k1 * CB + j1;
              C[ij] += A[ik] * B[kj];
} } } } } } }

void mm_jki_tile_16(f64* A, f64* B, f64* C,
                    int RA, int CA, int CB) {
  for (int j0 = 0; j0 < CB; j0 += 16) {
    for (int k0 = 0; k0 < CA; k0 += 32) {
      for (int i0 = 0; i0 < RA; i0 += 16) {
        int jmax = j0 + 16 > CB ? CB : j0 + 16;
        for (int j1 = j0; j1 < jmax; ++j1) {
          int kmax = k0 + 32 > CA ? CA : k0 + 32;
          for (int k1 = k0; k1 < kmax; ++k1) {
            int imax = i0 + 16 > RA ? RA : i0 + 16;
            for (int i1 = i0; i1 < imax; ++i1) {
              int ij = i1 * CB + j1;
              int ik = i1 * CA + k1;
              int kj = k1 * CB + j1;
              C[ij] += A[ik] * B[kj];
} } } } } } }

(a) (b) (c)

(d) (e) (f)

CA = RB, RA % 2 = 0
Constraints:

01
02
03
04
05
06
07
08
09
10

Fig. 1. (a) The abstract representation of the matrix multiplication kernel. (b-c) Canonical schedules of the
kernel. (d-f) Schedules that result from applying loop tiling and loop unrolling with different parameters onto
the canonical schedule in (c).

2
Notions of iteration and data space are standard in the compiler literature. Such concepts appeared independently in the

works of Feautrier [1991] and Wolf and Lam [1991], eventually leading to the concept known today as the Polyhedral Model.

ACM Trans. Arch. Code Optim., Vol. 1, No. 1, Article 1. Publication date: January 2024.
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Transformation Vectors. As hinted in Example 2.1, in the context of this paper, the implementation

of kernels differ concerning code transformations. These transformations are guided by parameters.
Example 2.2 shows parameters for two well-known transformations: tiling and unrolling.

Example 2.2. Figure 1 (e) shows the kernel that comes from Figure 1 (c) after the application of

three instances of tiling: a transformation that partitions the iteration space into smaller regions. In

this example, tiling happens along the three axes of the iteration space. The dimensions of the tiling

window are 8, 32, and 16 points. Each one of these sizes is an optimization parameter. Figure 1 (f)

shows the kernel produced after an application of unrolling onto the innermost loop of the kernel

in Figure 1 (c). The unrolling factor, i.e., the transformation parameter, is 2.

The parameters of code transformations can be organized into transformation vectors. A trans-

formation vector is a tuple whose elements represent these parameters. The order in which these

parameters appear in the vector determines the order in which transformations are applied to

programs. Thus, if a given code transformation has multiple parameters, then these parameters

exist sequentially in the transformation vector. Example 2.3 shows how the parameters seen in

Example 2.2 can be represented as transformation vectors.

Example 2.3. Consider the ordered application of the two loop-related compiler optimizations

mentioned in Example 2.2 onto the abstract kernel in Figure 1 (a): tiling along dimensions 𝐴, 𝐵, and

𝐶 , and unrolling on dimensions 𝐴, 𝐵, and𝐶 . The vectors representing any application of these code

transformations have the format: ⟨tile𝐴 : 𝑡𝐴, tile𝐵 : 𝑡𝐵, tile𝐶 : 𝑡𝐶 , roll𝐴 : 𝑟𝐴, roll𝐵 : 𝑟𝐵, roll𝐶 :

𝑟𝐶⟩. Figure 2 shows the vectors that produce the kernels in Figure 1.

Fig-1c ⟨tileA: 0, tileB: 0, tileC: 0, rollA: 0, rollB: 0, rollC: 0⟩
Fig-1d ⟨tileA: 16, tileB: 16, tileC: 32, rollA: 0, rollB: 0, rollC: 0⟩

Fig-1e ⟨tileA: 16, tileB: 8, tileC: 32, rollA: 0, rollB: 0, rollC: 0⟩
Fig-1f ⟨tileA: 0, tileB: 0, tileC: 0, rollA: 2, rollB: 0, rollC: 0⟩

Fig. 2. The transformation vectors that produce kernels in Figure 1.

The iteration space of an abstract kernel can be traversed in many ways. If we ascribe one loop

per dimension of the iteration space, any ordering of these loops that respects data dependencies is

a valid traversal. The implementation of any such ordering, subject to a null transformation vector

(the vector representing the absence of transformations), is called a canonical schedule. A kernel

may have more than one canonical schedule, as Example 2.4 illustrates. Canonical schedules lead

to Kernel Transformation Spaces, which Definition 2.5 formalizes.

Example 2.4. Figures 1 (b) and (c) show canonical schedules for the abstract kernel in Figure 1 (a).

Any permutations of the loops in Lines 03-05 is a valid canonical schedule. Canonical schedules, by

definition, are not subject to code transformations: they represent the application of a null transfor-

mation vector. As a consequence, they do not show the effects of typical compiler optimizations,

such as loop invariant code motion. Thus, the invariant code in Line 06 of Figure 1 (b) remains

inside the innermost loop.

Definition 2.5 (Kernel Transformation Space). Let ⟨P1 : 𝑝1,P2 : 𝑝2, . . . ,P𝑛 : 𝑝𝑛⟩ be a transfor-
mation vector, such that each parameter 𝑝𝑖 comes from a range of parameters P𝑖 . The Cartesian

product P1 × P2 × . . . × P𝑛 plus a canonical kernel K form a kernel transformation space. Each

point of this space represents a configuration of K transformed by an instance of that Cartesian

product. K is called the origin of this space and the set of transformation parameters is called the

basis of this space. If the basis contains 𝑛 parameters, the space is called 𝑛-dimensional.

ACM Trans. Arch. Code Optim., Vol. 1, No. 1, Article 1. Publication date: January 2024.
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Example 2.6. The vectors in Example 2.3, plus the canonical kernel in Figure 1 (c), form a six-

dimensional transformation space. The origin of this space is the kernel in Figure 1 (c), and its basis

is formed by three parameters of loop tiling, and three parameters of loop unrolling.

Not every sequence of code transformations is valid. For instance, unrolling a loop by a factor

larger than that loop’s trip count is not meaningful. Thus, Definition 2.5 implicitly assumes that

the transformation space is produced by valid transformation vectors. Furthermore, the set of

kernels determined by Definition 2.5 is non-exhaustive, even under bounded parameters. Non-

exhaustiveness follows from two simplifications that we enumerate below, which are assumed in the

construction of the transformation space. These simplifications are also adopted in AutoTVM [Chen

et al. 2018], and have been incorporated into further work inspired by it [Zhang et al. 2021]:

(1) Code transformations are applied to the canonical kernel always in a fixed order. In other

words, it is possible that by varying the order in which transformations are applied, the space

could be extended with new concrete kernels.

(2) Every point in the transformation space comes directly from the canonical kernel via the

application of one transformation vector. Notice that successive applications of optimizations

could, in principle, produce kernels outside the transformation space.

The performance of the kernels that form the transformation space might vary. These variations

depend on the scheduling, on the target architecture and on the dimensions of the iteration and data

spaces. The problem of finding the best implementation of a kernel, given these constraints, is known

as the Kernel Scheduling Problem, a notion extensively discussed in previous work (see Section 5

for references). To keep this paper self-contained, Definition 2.7 restates this concept. Search

strategies for Kernel Scheduling are key to optimize deep learning models. Thus, Definition 2.7 is a

well-researched problem. Example 2.8 revisits some of these techniques.

Definition 2.7 (Kernel Scheduling Problem). Given a computing device, a transformation space

with origin K and basis (P1, . . . ,P𝑛), plus valid inputs for K , kernel scheduling asks for the fastest

implementation of K in the transformation space.

Example 2.8. Figure 3 provides a pictographic metaphor for different search techniques for the

kernel scheduling problem implemented in AutoTVM, and contrasts them with the Droplet Search

method that this paper introduces. Section 3 shall describe the droplet algorithm. In regards to the

other methodologies, the search proceeds as follows:

Grid: explores a bounded region of the transformation space. Regular ranges of transformation

parameters determine this region.

Random: points of the transformation space are sampled randomly. Sampling usually follows

a uniform distribution on predefined bounds placed onto the parameters.

Annealing: Simulated annealing [Kirkpatrick et al. 1988] is a refinement of random search,

where sampling alternates between regions that are close and distant from current best

points. Points within a neighborhood are sampled, and, from time to time, the center of this

neighborhood changes. The probability of such large jumps happening decreases with time.

3 DROPLET SEARCH
The Droplet Search is a greedy heuristic to explore the kernel transformation space. The proposed

technique is a variation of the Coordinate DescentAlgorithm3
, with extensions proposed by Richtárik

and Takác [2012] to enable synchronous parallelism. Figure 4 provides an overview of the search

3
It is not clear who invented Coordinate Descent. Descriptions of the algorithm can be found in classic textbooks [Zangwill

1969]. For a comprehensive overview, we recommend the work of Wright [2015].

ACM Trans. Arch. Code Optim., Vol. 1, No. 1, Article 1. Publication date: January 2024.
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(d)(a) (c)(b)

Fig. 3. Pictographic metaphors for different search algorithms. (a,b) Grid search and Random sampling: every
configuration within the gray area—and only those—will be evaluated. (c) Simulated Annealing: solid lines
represent moves that go “down-hill”, i.e., towards faster kernel configurations; dashed edges represent moves
that go “up-hill”, i.e., which accept to explore slower configurations to escape from local minima. (d) Droplet
Search: the darker the color of a configuration, the faster the running time of that configuration.

algorithm evaluated in this paper, and Figure 3 (d) provides a graphical metaphor to illustrate

how the algorithm works: at each step—up to a maximum fixed number of iterations—search

chooses the most profitable kernel configuration that is considered a “neighbor” of the current best

configuration. The rest of this section discusses each part of this algorithm shown in Figure 4.

def search(num_iterations):

  candidate = origin

  visited = set()

  for i in range(num_iterations):

    neighborhood = get_neighbors(candidate).difference(visited)

    if len(neighborhood) < num_threads():

      neighborhood.union(speculate()).difference(visited)

    visited.union(neighborhood)

    ps = map(lambda n: Process(target=n.run).start(), neighborhood)

    map(lambda p: p.join(), ps)

    new_candidate = min(neighborhood, key=lambda e: e.running_time)

    if is_statistically_faster(new_candidate, candidate, 0.05):

      candidate = new_candidate

    else:

      return candidate

01

02

03

04

05

06

07

08

09

10

11

12

13

14

15

# The origin of the coordinate descent is the

# canonical kernel from Def. 2.5

# The neighborhood function from Section 3.1

# grabs one kernel to evaluate per thread

# The `visited` set avoids double evaluation

# Synchronous parallelism through speculation

# is the subject of Section 3.4

# Stop criteria are discussed in  Section 3.3

# We use a confidence level of 0.05 to

# distinguish the running time of samples.

Fig. 4. Droplet Search, a Coordinate Descent variation proposed in this paper to solve the Scheduling Problem
from Definition 2.7.

The successful application of Coordinate Descent depends on a suitable “neighborhood function”,

subject of Section 3.1. Search tends to converge to a global optimal, based on the intuition that

Section 3.2 provides. Convergence is based on criteria discussed in Section 3.3. This closes with

discussions of two optimizations that speed search up: parallelization and speculation (Sec. 3.4).

3.1 The Neighborhood Function
Any code transformation used in this paper is parameterized by one positive integer. Example 2.2

(Page 4) describes some of these parameters. This assumption—transformations defined by one

positive integer—forces a total ordering over different instances of a code transformation. The

domain of a code transformation is the set of all the values of its parameters. This paper works only

with numeric domains; however, a domain does not need to be contiguous, as Example 3.1 shows.

ACM Trans. Arch. Code Optim., Vol. 1, No. 1, Article 1. Publication date: January 2024.
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Example 3.1. The list below shows different compiler optimizations and the ordering between

their instances. The example takes liberties for the sake of the illustration; i.e., vector lengths are
architecture-dependent, and not every size might be available:

Peeling, with parameter peel = 𝑛, 𝑛 ∈ [0, 1, 2, . . . , maxp] being the number of iterations to peel.

The set of values {0, 1, . . . , maxp} is the domain of the transformation.

Unrolling, with parameter roll = 𝑛, 𝑛 ∈ [0, 1, 2, . . . , maxr] being the unrolling factor.

Thread blocking, (in graphics-processing units) with parameter thread = 𝑛, 𝑛 ∈ [0, 1, 2, . . . ,
maxt] being the number of GPU threads per block.

Tiling, with parameter tile = 𝑛, 𝑛 ∈ [𝑁 /20, 𝑁 /15, 𝑁 /12, 𝑁 /10, 𝑁 /6, 𝑁 /4, 𝑁 /3, 𝑁 /2], where
𝑁 is the size of the iteration space. We assume that 𝑁 is a multiple of 60. Notice that this

example chooses perfect divisors of the iteration space, but different ranges are possible.

Vectorization, with parameter vect = 𝑛, 𝑛 ∈ [0, 2, 4, 8, 16] being the vector length.

In any of the above examples, we say that an instance of a transformation is less than another

instance based on the ordering between their parameters. For example, if we consider vectorization

(vect), then vect =𝑚 < vect = 𝑛 if, and only if,𝑚 < 𝑛.

The order between parameters leads to a notion of neighborhood, formalized as follows:

Definition 3.2 (Neighborhood). Consider two transformation vectors of an 𝑛-dimensional space:

𝑣1 = ⟨P1 : 𝑝1, . . . ,P𝑖−1 : 𝑝𝑖−1,P𝑖 : 𝑥,P𝑖+1 : 𝑝𝑖+1, . . . ,P𝑛 : 𝑝𝑛⟩; and 𝑣2 = ⟨P1 : 𝑝1, . . . ,P𝑖−1 : 𝑝𝑖−1,P𝑖 :

𝑦,P𝑖+1 : 𝑝𝑖+1, . . . ,P𝑛 : 𝑝𝑛⟩, such that each 𝑝 is a transformation parameter within range P. Vectors

𝑣1 and 𝑣2 are neighbors along dimension 𝑖, 1 ≤ 𝑖 ≤ 𝑛, if they differ only on dimension 𝑖 and if:

(1) 𝑥 < 𝑦 (without loss of generality);

(2) ∀𝑧 ∈ P𝑖 , 𝑧 ≠ 𝑥 , if 𝑧 < 𝑦, then 𝑧 < 𝑥 .

(3) ∀𝑧 ∈ P𝑖 , 𝑧 ≠ 𝑦, if 𝑧 > 𝑥 , then 𝑧 > 𝑦.

If two vectors are neighbors along one dimension, then they are called neighbors. The set of every
neighbor of a given transformation vector is called the neighborhood of that vector.

Each dimension of a transformation vector 𝑣 is considered separately when determining the

neighbors of 𝑣 . There exist at most two neighbors per transformation parameter; therefore, the

number of neighbors of 𝑣 grows linearly with the number of its dimensions. This observation

is essential for scalability: if the neighborhood of a vector considered variations in two or more

dimensions, then the size of the neighborhood would be exponential on the number of dimensions.

Example 3.3. Consider the following transformation vector: 𝑣 = ⟨tile𝐴 : 0, tile𝐵 : 8, tile𝐶 :

16, roll𝐴 : 4, roll𝐵 : 0, roll𝐶 : 0⟩, which applies onto the canonical kernel in Figure 1 (c). If we

let roll𝐴 = [2, 4, 8, 16, 24], then 𝑣 has two neighbors along dimension roll𝐴. These neighbors are
𝑣1 = ⟨. . . , roll𝐴 : 2, . . .⟩; and 𝑣2 = ⟨. . . , roll𝐴 : 8, . . .⟩.

3.2 Convexity
The goal of this paper is to find implementations for abstract kernels that minimize their running

times. To this purpose, we define the running time function RT as follows:

Definition 3.4 (The Running Time Function). Given: (i) a canonical Kernel K ; (ii) a transformation

vector 𝑣 with parameters P; (iii) a computer architecture 𝐴; and (iv) input data 𝐼 for the canonical

kernel; we define the running time function RT𝐴,𝐼,K (𝑣) : P ↦→ R as a function that maps the

implementation of K optimized by 𝑣 to the time it takes to process input 𝐼 on target 𝐴.

In practice, RT is obtained by running the kernel configurations. The notion of neighborhood

makes the transformation space a coordinate space: it is possible to define the distance between two
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1:8 Michael Canesche, Vanderson M. Rosario, Edson Borin, and Fernando MagnoQuintão Pereira

transformation vectors. The running time function RT divides this coordinate space into two halves:

if RT𝐴,𝐼,K (𝑣) = 𝑡 , then we have a region formed by 𝑡lower < 𝑡 , and a region formed by 𝑡higher ≥ 𝑡 .

Thus, RT𝐴,𝐼,K determines a hypersurface onto the transformation space. This hypersurface is convex

if its local minima are equal to its global minimum. We say that vector 𝑣 is a minima of RT𝐴,𝐼,K
if RT𝐴,𝐼,K (𝑣) < RT𝐴,𝐼,K (𝑣 ′), for any 𝑣 ′ within the neighborhood of 𝑣 . A global minimum is the

smallest local minimum in a set. Example 3.5 illustrates these concepts.

Example 3.5. Figure 5 shows hypersurfaces produced by two running time functions. Each

function is parameterized by a different architecture and different inputs (the dimensions of the

iteration space). The functions are parameterized by the same canonical kernel—the configuration

in Figure 1(b). Two parameters form the transformation space: tile𝐴 ∈ [0, 20, 40, . . . , 120], and
tile𝐵 ∈ [0, 20, 40, . . . , 120]. The figure shows, for each running time function, its optimal config-

uration. The figure also shows at least one local minimum that differs from the optimum. These

hypersurfaces are not convex because they contain local minima that are not globally optimal.
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Fig. 5. Performance variation for the kernel in Figure 1 (b), considering the following parameters of the
iteration space: (Left) 𝐴 = 1000, 𝐵 = 800,𝐶 = 700; and (Right) 𝐴 = 3500, 𝐵 = 1400,𝐶 = 2400. White pins show
optimal tiling configurations, and gray pins show points of local minima that are not globally optimal.

The hypersurfaces in Figure 5 are not convex. However, they have the following property: the

origin and the global optimum belong to the same convex region. This property remains true,

at least for the two settings in Figure 5, if we add more dimensions to the transformation space

considered in Example 3.5, such as an extra tiling window, or unrolling of the innermost loop, or

interchange of any pair of loops. Definition 3.6 states this observation as our working hypothesis.

Definition 3.6 (The Droplet Expectation). Let 𝑣opt be the optimum kernel of the running time

function RT𝐴,𝐼,K . We expect 𝑣opt andK , the unoptimized kernel, to belong into a a convex contiguous

subset of the hypersurface determined by RT𝐴,𝐼,K . Hence, we expect the existence of a chain of

neighbor vectors 𝑣0, 𝑣1, 𝑣2, . . . , 𝑣𝑛−1, 𝑣𝑛 , where K = 𝑣0 and 𝑣𝑛 = 𝑣opt , with the following properties:

Contiguous chain: 𝑣𝑖 ∈ neighborhood (𝑣𝑖−1), 0 < 𝑖 ≤ 𝑛; and

Descending chain: RT (𝑣𝑖 ) < RT (𝑣𝑖−1), 0 < 𝑖 ≤ 𝑛.

A continuous hypersurface can be partitioned into convex regions: maximal convex sets formed

by the transitive closure of the neighborhood function. Whenever the Droplet Expectation is
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confirmed, the origin and global optimum belong to the same convex region. Thus, there exists a

“downhill path” from origin to optimum that can be found by Coordinate Descent (assuming an

idealized running time function without statistical variations). If the Droplet Expectation fails, then

the origin and global optimal belong into distinct convex regions. Figure 6 illustrates these ideas.
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Fig. 6. (a) Downhill path from origin to global optimum on a three-dimensional hypersurface. (b) Expectation
holds: origin and global optimum belong to the same convex region. (c) Expectation fails: origin and global
optimum belong to different convex regions. Configuration 𝑣3 is a local minimum, but not a global optimum.

Intuition. The hypothesis stated in Definition 3.6 is not a certainty: it is possible to disprove it

with analytical models involving discontinuous functions, as Section 4.4 shows. However, Section 4

demonstrates that the hypothesis holds on a variety of architectures and models. Indeed, the effect

of many compiler optimizations can be described by polynomial equations involving only positive

coefficients ranging on positive domains. The second derivative of such functions, if they exist,

will be always positive. This condition is sufficient to ensure convexity [Bertsekas 2009, Pro.1.1.10].

In the words of Renganarayana and Rajopadhye [2008], “The use of polynomial functions with this
property leads to convex optimization problems which can be solved for real solutions in polynomial
time”. Renganarayana and Rajopadhye call this property Positivity. Notice that the ordering of the

various optimization levels along each dimension of the search space is primarily responsible for

making the droplet expectation hold. For instance, going back to Example 3.5, the expansion of the

tiling window might be beneficial for performance until the number of elements in this window

overgrows the size of the L1 cache. After this point, any further increase will cause cache misses.

3.3 Stop Criterion
The existence of the convex path expected in Definition 3.6 does not ensure that such a path can

be discovered via a coordinate descent search procedure. Running time has a stochastic nature:

This nature implies that the actual evaluation of RT𝐴,𝐼,K on a kernel produced by a transformation

vector 𝑣 is prone to variations. Thus, coordinate descent might reach suboptimal configurations

that are apparently optimal due to measurement fluctuations on RT𝐴,𝐼,K (𝑣).
To increase the reliability of coordinate descent, multiple evaluations of each point of the

transformation space are in order. However, each further evaluation contributes to increasing the

total time necessary to solve scheduling. The implementation of Droplet Search that we analyze

in Section 4 performs three evaluations of each point visited in the process of solving scheduling.

Three evaluations are the default sampling procedure adopted by AutoTVM. We use Student’s Test
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1:10 Michael Canesche, Vanderson M. Rosario, Edson Borin, and Fernando MagnoQuintão Pereira

(following Levine [1969]’s implementation) with significance level 𝛼 = 0.05 to compare the two

populations of three samples each
4
. In other words, the search stops if we reach a transformation

vector 𝑣 with no neighbor that yields a faster kernel configuration with a confidence level of 95%.

3.4 Synchronous Parallelism and Speculation
The algorithm in Figure 4 keeps a current candidate transformation vector, which is initialized

with the origin of the optimization space in Line 02 and is updated in Line 13 whenever a faster

kernel configuration is found. To find a faster configuration, every point in the neighborhood of the

current candidate is considered. The evaluation of these points happens in parallel, as Lines 09 and

10 of Figure 4 shows. However, we have observed that it is often difficult to fill up every available

thread with unvisited kernel configurations. Example 3.7 explains how this difficulty emerges.

Example 3.7. Figure 7 shows how parallel evaluation of kernel configurations happens. Points in

the neighborhood of the current candidate are evaluated in synchronous batches. Figure 7 represents

these points as gray boxes. Usually, there will be a non-empty intersection of configurations

between the neighborhood of the current candidate and the next candidate. Intersecting points will

be stored in the visited set seen in Figure 4. In this example, intersecting points are marked with

gray numbers in Figure 7 (b) and (c). Overlaps reduce parallelism: only five points are evaluated

concurrently; thus, resources will be underutilized in processors with more than five cores.
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Fig. 7. (a-c) Progress of Droplet Search without speculation. Each number shows the order in which points
are evaluated. Gray boxes denote points currently evaluated. Gray numbers show points in the neighborhood
of the current candidate that was already evaluated. (d) Differential speculation: a subset of the extended
neighborhood of the current candidate is evaluated to maximize thread occupancy.

Differential Speculation. We resort to speculation to maximize thread occupancy. Speculation, in

the context of this paper, is the evaluation of kernel configurations in the extended neighborhood of
the current candidate. The extended neighborhood is formed by the neighbors of neighbors. The

algorithm in Figure 4 determines these extra points—the Speculative Set–in Line 07. This set is built

via differential speculation: the history of previous coordinates of the best candidates determines a

speculative set as follows: Let 𝑣𝑛−1 be the candidate at iteration 𝑛 − 1 of coordinate descent, and

let 𝑣𝑛 be the candidate at iteration 𝑛. By Definition 3.2, 𝑣𝑛−1 and 𝑣𝑛 differ in only one dimension,

e.g.: 𝑣𝑛−1 = ⟨. . . ,P : 𝑥𝑛−1, . . .⟩ and 𝑣𝑛 = ⟨. . . ,P : 𝑥𝑛, . . .⟩. We choose a new transformation vector

𝑣𝑠 = ⟨. . . ,P : 𝑥𝑛 + 𝑠, . . .⟩, where 𝑥𝑛 + 𝑠 is the value that follows 𝑥𝑛 within the parameter P. By

the nature of Coordinate Descent, it is likely that 𝑣𝑠 is not in the visited set. Nevertheless, if the

centroid of the speculative set is in the visited set, then Line 07 of Figure 4 still ensures that

4
Previous work has observed that speedups due to compiler optimizations may not follow a normal distribution [Álvares

et al. 2021]. Student’s Test is parametric; hence, not recommended for non-Gaussian distributions. However, non-parametric

tests also have shortcomings. In particular, they tend to require more samples. As an example, the minimum recommended

number of samples for Wilcoxon’s [Wilcoxon 1992] non-parametric test would be five, under a confidence level of 95%.
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multiple evaluations will not happen. Given 𝑣𝑠 , we let the speculative set be its neighborhood. Line

07 of Figure 4 adds this set to the batch of configurations waiting to be evaluated.

Example 3.8. Figure 7 (d) provides some idea of how speculation works. We let S be the centroid

of a speculative set. This kernel configuration, S, is chosen by extending the overall direction of the

coordinate descent path speculatively: an action represented by the longer arrow in Figure 7 (d). In

this example, speculation increases the number of active threads from five to ten.

Even though we restrict speculation to the extended neighborhood of the current candidate, this

technique can still cause the line search of coordinate descent to leave a convex region. However,

Section 4.5 shows that such event is not happening in practice. Had we adopted larger speculation

steps, i.e., outside the extended neighborhood of the current candidate, then the risk of leaving the

convex region would be higher.

4 EVALUATION
This section compares Droplet Search with similar techniques employed in the implementation of

Apache TVM. To this effect, this section investigates the following research questions:

RQ1: Can we demonstrate the Droplet Expectation in different architectures, at least for

transformation vectors involving a small number of dimensions?

RQ2: How effective is Droplet Search on end-to-end models compared to other search tech-

niques on different computer architectures?

RQ3: What is the average number of samples that Droplet Search takes to converge to optimal

results, compared to other search techniques?

RQ4: Does the Droplet Search converge to a global optimum when applied to an industrial-

quality analytical cost model?

RQ5: How does the number of threads used in Droplet Search influence the convergence time

of the algorithm and the quality of the model that it finds, with and without speculation?

RQ6: How do kernels tuned via AutoTVM and Ansor compare to hand-written implementations

of kernels in TensorFlow?

RQ7: How does the behavior of Droplet Search vary, in terms of quality and speed, on each

individual kernel that constitutes a machine-learning model?

RQ8: What is the impact of the confidence level on the convergence rate of Droplet Search in

terms of search speed and quality of the final model?

Hardware. This section evaluates scheduling approaches on six computer architectures, which

Figure 8 enumerates. This mix contains two general-purpose desktop architectures (AMD and

Intel); two embedded system-on-chips (ARM) and two graphics processing units (NVIDIA).

Memory

Device Arch ISA
Clock

Max (GHz)
Ram
(GB)

Cache
L1 (KiB)

Cache
L2 (MiB)

Cache
L3 (KiB)

AMD R7-3700X x86-64 x86 4.4 64 256 4 32

Intel i7-3770 x86-64 x86 3.9 16 32 2.56 8

Cortex-A7 ARMv7-32 arm 2.0 4 32 2 -

Cortex-A72 ARMv8-A arm 1.5 4 80 4 -

RTX 3080 Ampere ptx 1.7 12 - - -

GTX 1650 Turing ptx 1.6 4 - - -

Fig. 8. The architectures evaluated in this paper.
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Software. This section uses Apache TVM v0.11.1, released on March of 2023. We implemented

Droplet Search as part of AutoTVM. AutoTVM also provides four other search techniques: grid,

random, genetic (GA) and simulated annealing (XGB). XGB is described by Chen et al. [2018]. This

technique uses a cost model to guide simulated annealing. The constants that define this cost model

are learned during a training phase. We also compare our implementation of Droplet Search with

AutoScheduler (Ansor) [Zheng et al. 2020], also available in Apache TVM v0.11.1.

Benchmarks. This section evaluates kernel scheduling on five convolutional neural networks

and on one encoder stack of transformers (BERT). Figure 9 enumerates the models. The schedulers

in AutoTVM, including Droplet Search, use the same optimization parameters. We have not chosen

these parameters: they are pre-defined—per model—in the distribution of AutoTVM. Optimization

parameters differ depending on the computer architecture. In the CPUs, these parameters refer to

two optimizations: tiling and unrolling. In the GPUs, they concern two more: thread blocking: the
ability to partition CUDA threads into blocks, and shared memory tiling: the ability to bring data

from global to shared memory. All the parameters are divisors of boundaries of the iteration space.

For instance, the size of a tile window must be a divisor of the size of the iteration space along the

tiled dimension. This fact removes discontinuities from the search space (code that the compiler

inserts to handle boundary conditions), as Section 4.4 will explain.

Fig. 9. The machine-learning models evaluated in this paper. “S” is the number of possible configurations
formed by a given number “P” of transformation parameters. The largest neighborhood explored by Droplet
Search at any time contains 2 × P + 1 points. “K” is the number of kernels that form each model. The
implementation of the models vary according to the architecture. TVM’s implementation of MXNet does not
run on the ARM boards.

Ansor uses more optimizations than AutoTVM. Whereas AutoTVM is restricted to a single

transformation vector (in TVM’s parlance, a kernel template), Ansor creates several of them. The

extra templates effectively give Ansor access to inter-kernel optimizations, such as loop fusion

and fission: it can merge operators (i.e., kernels) in the computational graph, for instance. Figure 9

shows the number of parameters in the largest template that Ansor explores for each network. The

optimizers used in AutoTVM—Droplet Search included—are restricted to intra-kernel optimizations.

Nevertheless, we hope to demonstrate that even accessing a smaller pool of optimizations, Droplet

Search can be competitive with Ansor, which resorts to more extensive code transformations.

4.1 RQ1 – The Droplet Expectation
Definition 3.6 specifies a behavior likely to characterize typical implementations of linear kernels.

This expectation is not a guarantee; thus, while we anticipate to find a path from origin to optimum

along which performance improves gradually, such a path might not exist. In this case, Droplet

Search will be stuck on a local minimum. Nevertheless, this section provides some empirical
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evidence that the Droplet Expectation holds. Section 4.2 provides further evidence: the best kernel

configurations found by coordinate descent are similar to the best configurations found via more

extensive techniques, even when speculation is enabled.

Methodology. We have analyzed the behavior of two kernels: matrix multiplication and con-

volution on six architectures. In this experiment, we use two-dimensional spaces for the sake of

visualization. On CPUs (ARM or AMD), the transformation space is formed by the tiling of the two

innermost loops of each kernel. Tile sizes, in both dimensions, are 0, 8, 16, 24, . . . , 128; hence, we

have a 17 × 17 transformation space. On GPUs, the transformation space is formed by the number

of threads in two-dimensional thread blocks. The possible number of threads are 1, 2, 4, . . . , 32, also

forming a 17 × 17 transformation space. Convolution uses a 1,024 × 1,024 matrix with a 3 × 3 filter.

Multiplication uses the following matrix sizes: 1,000 × 700, 700 × 800, and 1,000 × 800.
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Fig. 10. Visual representation of nine different 17 × 17 transformation spaces, showing the path traversed by
coordinate descent from origin to global optimum. Matrix multiplication is mm2d, and convolution is conv3.
Performance improves from green to red. Black cells denote invalid configurations. We show, on top of each
grid, the nesting order of loops, where the canonical configuration starts with the nested sequence ijk.
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Discussion. The Droplet Expectation holds in every one of these 2 × 6 scenarios. Figure 10

shows representations for nine of these spaces, highlighting the path taken by coordinate descent.

Some configurations involving thread blocking on the GPU are not valid; thus, they are not

evaluated. In every scenario, the optimal kernel configuration is close to the origin, as the paths in

Figure 10 emphasize. The Droplet Expectation holds if we increase the number of dimensions in the

transformation space, or the number of kernels in the model. Section 4.2 discusses this experiment.

4.2 RQ2 – End-to-end Effectiveness
The goal of any kernel scheduling technique is to find efficient implementations of computational

graphs involving kernels. This section investigates how Droplet Search fares in such task, compared

with other scheduling techniques, when optimizing well-known machine learning models.

Methodology. We evaluate six end-to-end models on six architectures, with a hard limit of 10,000

evaluations per search technique. This—arbitrary—limit prevents experiments from running for

too long. The Droplet Search will stop after evaluating 10,000 kernel configurations; however, it

tends to stabilize earlier, as discussed in Section 4.8. The other search techniques do not have a

notion of premature convergence; hence, they evaluate 10,000 configurations. Notice that Figure 9

shows that every transformation space contains more than 10,000 configurations. All the search

algorithms evaluate kernel configurations in parallel. The parallelism in Droplet Search follows the

ideas from Section 3.4. We use a confidence interval of 95% when comparing a candidate kernel

configuration with kernels within its neighborhood. Section 4.3 discusses the impact of this last

choice.

Discussion. Figure 11 compares the effectiveness of different search techniques. Considering only

the search techniques in AutoTVM, Droplet Search generally yields the best kernels or ties for the

best (usually with XGB). Its search time, however, is faster. On the AMD CPU, for instance, Droplet

Search optimizes VGG-16 in 10% of the time the other scheduling approaches require. Ansor tends

to produce faster kernels than the techniques implemented in AutoTVM, including Droplet Search.

Ansor explores more optimization parameters: it has access to a large number of kernel templates,

whereas AutoTVM uses only one. Nevertheless, due to excessive memory consumption, Ansor (and

also AutoTVM’s XGB) could not be used to schedule our largest models in the ARM boards. We

have observed that Droplet Search does not perform well on the GPUs. In this case, the size of the

search space (from 200M to 2.7T configurations, as seen in Figure 9) forces coordinate descent to

converge due to the limit of iterations in every model, except ResNet-18. Incidentally, on ResNet-18

Droplet Search produces faster kernels than Ansor in any GPU.

4.3 RQ3 – Stop Criteria
As Section 3.3 explains, our current implementation of Droplet Search stops once it reaches a

candidate kernel configuration faster than all its neighbors. Statistical significance between runtime

differences is determined via Student’s T-Test applied over two populations consisting of three

samples each, with a confidence level of 95%. Yet, measurements might fluctuate, and premature

termination is possible. If we tighten the confidence level, termination might happen too early. If

we lose it, convergence can take too long, and coordinate descent might visit configurations that

are not statistically significantly faster. This section investigates how Droplet Search fares once we

vary the confidence level for comparing kernel configurations.

Methodology. We evaluate the five deep-learning models listed in Figure 9 on the Intel i7 using

five different levels of confidence: 99%, 95%, 90%, 75%, and no test. In the latter case, we use the

absolute arithmetic average of three samples to determine which kernel is faster.
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Fig. 11. Comparison of kernel scheduling techniques. “Model (ms)” is the running time of the best schedule
for a given model. “Search (min)” is the time to find that configuration. Light-gray boxes denote statistically
similar results (with a confidence level of 95%). Black boxes denote statistically significant best kernel times.
Gray boxes with white fonts denote statistically significant best search times. Double borders denote the best
schedule produced by an algorithm from AutoTVM only (i.e., Ansor is not considered).

Discussion. We could observe almost no variation in the quality of the best kernel configuration

depending on the confidence level. This result seems to indicate, at least for the five models running

on the Intel i7 CPU, that there exists a number of “acceptable best” kernels with very similar
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99.07 92.9 99.07 93.8 100.72 95.6 101.13 96.9 100.59 97.6

153.45 172.0 153.89 173.8 153.52 176.6 153.58 176.9 154.31 181.3

Fig. 12. Effect of confidence level (the stop criterion of Section 3.3) on the quality of the best kernel configu-
ration and on the running time of Droplet Search.

dynamic behavior. However, the search time increases—albeit slightly—once we move from high

confidence levels towards low confidence levels. This growth in search time happens because more

kernel configurations tend to be visited by the search procedure.

4.4 RQ4 – Analytical Models
Analytical cost models are systems of equations that predict the cost of a program (CPU cycles,

I/O operations, cache misses, etc.) given a model of the hardware. Recently, different research

groups have designed analytical cost models to estimate the performance of machine-learning

kernels [Olivry et al. 2021, 2020; Sumitani et al. 2023; Tollenaere et al. 2023; Zhang et al. 2021]. This

section investigates if the droplet expectation also holds in some of these models.

Methodology. This section evaluates cost models taken from three different sources. The first

models were proposed by Olivry et al. [2021]. They estimate a lower bound for the amount of

data movement between slow and fast memories. The second model is part of the Xtensa Neural

Network Compiler (XNNC), from Cadence Tensilica, and was made available to us through the

Cadence Academic Network
5
. This model estimates the number of execution cycles that a program

compiled by XNNC takes to execute on Cadence DSPs. Finally, we analyze the eight analytical

models listed in Table II of Renganarayana and Rajopadhye [2008]’s work.

4.4.1 Olivry et al.’s Cost Models. We evaluate the Olivry et al.’s model on the tiled version of

matrix-matrix multiplication in the authors’ original work (Listing 1 [Olivry et al. 2021]). This

program is the default example in Olivry et al.’s online tool
6
. We evaluate it in a system with two

caches, with 64KB and 256KB—the dimensions of the first two cache levels used in the Intel i7.

Discussion. Figure 13 shows hypersurfaces produced by the cost models generated via Olivry

et al.’s online tool. Each figure relates the size of a bidimensional tiling window with the I/O cost in

terms of memory transfers. The lower the cost, the faster the program is expected to run. Figure 13

(a) assumes one level of cache (with 64KB). The other two figures assume two levels (64K and

256KB). Figures 13 (b) and (c) are similar to the surfaces seen in Figure 5, which explore the same

program, albeit on an actual machine. In the three figures, the droplet expectation (Definition 3.6)

holds. This result is not a coincidence: Olivry et al.’s cost model involve only positive quantities

(domain and coefficients); thus, form convex surfaces.

4.4.2 Tensilica’s Cost Models. We evaluate the Tensilica model on an implementation of the tiled

ReLU kernel on two digital signal processors, called P1 and P6. We chose these two processors

because they are used as tests in the Tensilica tool. The DSPs do not have a cache; however, they

5
https://www.cadence.com/ko_KR/home/company/cadence-academic-network/university-program.html

6
Available at https://iocomplexity.corse.inria.fr/ioub on June 2023.
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(a) Single cache L1.
Cost = Ni*Nj*Nk*(1/Tj_0 + 1/Ti_0 + 2/Nk)

(b) L1 and L2, varying Ti_1 and Tj_0. (c) L1 and L2, varying Ti_1 and Tk_0.
Cost = Ni*Nj*Nk*(1/Tj_1 + 1/Ti_1 + 2/Nk) + Ni*Nj*Nk*(2/Tk_0 + 1/Tj_0 + 1/Ti_1)

Fig. 13. Amount of memory transfers produced by Olivry et al. [2021]’s cost model applied onto Listing 1 in
Olivry et al.’s work: a tiled version of the kernel in Figure 1-b in this paper. We vary tiling dimensions Ti_0,
Ti_1, and Tk_0. The input matrices have sides Ni = Nj = Nk = 10K.

contain local memory and system memory. Hence, the compiler must implement direct memory

access (DMA) transfers from the system to local memory, and tiling reduces DMA operations.

Discussion. In contrast to Olivry et al.’s cost model, the equations produced by XNNC take

into consideration the fact that the tiling window might not be a perfect divisor of the loop’s

iteration space. If tiling does not perfectly divide the iteration space, then the XNNC compiler

generates epilogue code to fetch data outside the tiled loop. Consequently, the performance model

contains conditionals. For instance, Figure 14 (a) was produced by a (simplified) equation like

cost = 𝐶1 + (if𝑊%63 then 𝐶2 else 0) + 𝐶3 × (𝐻/64). The coefficients 𝐶𝑖 represent costs of

particular instructions;𝑊 and 𝐻 are tile sizes. Due to these conditionals, the cost models are

represented by discontinuous functions. In this case, the droplet expectation does not hold. However,

if we restrict valid neighborhoods to only perfect divisors of the iteration space, then the Droplet

Expectation holds. For instance, starting with tiling windows with size 16 or greater, coordinate

descent achieves the optimal configuration in any of the surfaces seen in Figure 14 after three

iterations. Notice that this restriction is unnecessary if some loss is acceptable. When applied to

large deep-learning networks—under the same XNNC analytical model—Droplet Search stays very

close to the global optimum, although sampling less than 1% of the space covered by an exhaustive

grid search.

4.4.3 Renganarayana and Rajopadhye’s Cost Models. Renganarayana and Rajopadhye [2008] show

that models used to solve the “Tile Size Selection (TSS) Problem” are represented by equations whose

coefficients and domains are all positive quantities. To support their observation, they list equations

taken from eight different analytical models from previous work. These equations all represent

instances of the bidimensional tile-size selection problem. They use variables that range on the

following quantities:

C : the size of the cache in the target computer architecture;

L : the length of the cache line;

h : the height of the rectangular tiling window;

w : the width of the rectangular tiling window; and

n : the side of an n × n array.

In this section, we fixC, L, and n, and plot the hypersurface formed by h andw, within a contiguous

range of values. This approach simulates Apache TVM’s grid search algorithm.
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Fig. 14. Part of the tiling search space generated for a ReLU layer by the XNNC’s analytical cost model for
the P1 digital signal processor. The higher the cost (yellower), the slower the kernel is expected to behave,
when deployed onto the actual hardware. To emphasize the non-convex regions, we show only the first 16
sizes of possible tiling windows.

Discussion. Figure 15 shows hypersurfaces for the different equations analyzed by Renganarayana
and Rajopadhye. To ease visualization, we remove the h and w axes (all ranging on the interval

[1, . . . , 100]). The Droplet Expectation holds in all these analytical models. In fact, all of these

equations use exclusively positive coefficients; hence, yielding convex surfaces.

4.5 RQ5 – Parallelism and Speculation
As explained in Section 3.4, the implementation of Droplet Search evaluated in this paper uses

synchronous parallelism and speculation to speed convergence up. This section evaluates the effects

of these techniques on search time and on the quality of kernel configurations.

Methodology. We evaluate Droplet Search on the five different end-to-end models on the AMD

3700X CPU. This CPU runs 16 threads (two threads per core, with eight cores). This section

experiments with three versions of Droplet Search: its full implementation, an implementation that

features parallelism but no speculation, and an implementation that runs on a single thread. We

report p-values comparing three executions of the fastest models found with each approach.

Discussion. Figure 16 compares the different implementations of droplet search. Its single-

threaded implementation takes 664 seconds to converge (sum of tuning time over five networks).

The parallel version, with 16 threads, converges in 358 seconds. With speculation plus parallelism,

this time goes down to 291 seconds. Parallelism is a known limitation of coordinate descent. Our

implementation suffers from the shortcomings mentioned by Zheng et al. [2000]. The synchronous

nature of coordinate descent limits concurrency: the best candidate is chosen after every point of a

neighborhood is evaluated. Thus, progress only happens once the slowest point runs. Wang et al.

[2016] have shown that it is possible to improve parallelism if more candidate points co-exist. We

believe that early preemption of slow points could also speed our implementation up: once the best

candidate is found in a neighborhood, the other threads can be aborted. We leave such approaches—

multiple candidates and early preemption—open for future work. Speculation improves the running

time of our implementation of Droplet Search by a small margin. The parallel version of Droplet

Search, with speculation, is 27% faster than the non-speculative implementation (geomean over

speedups). This gain comes mostly from faster convergence.

Figure 16 (Right) shows that the extended neighborhood explored via speculation has no effect

on the speed of the kernel configurations found via Droplet Search. The search does not find always
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Domain of cost parameters:

h in range(1, 100, step=5)

w in range(1, 100, step=5)

n = 100 # side of 2D array

C = 32 # Cache's size

L = 32 # Cache Line size ESS: cost = C/(h * w)
(Esseghir 1993)

LRW: cost = 1/h + 1/w + (2h + w)/C
(Lam et al. 1991)

TSS: cost = (2h+w)/h * w
(Coleman and McKinley 1995)

EUC: cost = 1/h + 1/w
(Rivera and Tseng 1999)

MOON: cost = 1/h + 1/w + (h+w)/C
(Moon and Saavedra 1998)

TLI: cost = 1/h + 1/w + (h-w)/C + h*w/C2

(Chame and Moon 1999)
WMC: cost = C/h * w

(Wolf et al. 1998)
MHCF: cost = (1/h+1/2)*(1/n + 1/L) + 2/(h*w)

(Mitchell et al. 1997)

Varying
(A

xes)
Fixed

Fig. 15. Hypersurfaces formed by the models in Table II of Renganarayana and Rajopadhye [2008]’s work.

the same final configuration for every layer of every model; however, this phenomenon is due just

to statistical variations in the running time of similar kernels. As the figure shows, the p-values

reported by a T-Test on the speed of the different kernels is well above 0.05. Thus, the extended

neighborhood is not changing the behavior of our implementation of Droplet Search.

4.6 RQ6 – Comparison with TensorFlow
The goal of this section is to bring some perspective about our results to readers that are not

familiar with the Apache TVM ecosystem. To this end, we shall present a comparison between

three different approaches to develop end-to-end models: AutoTVM, Ansor and TensorFlow [Abadi

et al. 2016]. The latter is a Python-based library to write machine learning models. In contrast to

AutoTVM or Ansor, TensorFlow does not do, by itself, any form of scheduling: the programmer

must feed it with an optimized implementation of a machine learning model.

Methodology. This section compares the different kernel implementation approaches using a

benchmark collection formed by six kernels: matrix multiplication, 2D convolution, depthwise

separable convolution, pooling, matrix reduction and 2D ReLU. These kernels have been taken
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Fig. 16. (Left) Number of iterations until convergence of variations of droplet search. (Middle) Running time
of different implementations of Droplet Search. (Right) P-values produced by a T-Test on populations of three
executions of the best model found by each technique. The closer to 1.0 is the p-value, the more statistically
similar are the two populations.

from the artifact made publicly available by Zhu et al. [2022], and are meant to run on graphics

processing units. We evaluate them into our RTX 3080 GPU and on an A6000
7
. Incidentally, we

have not been able to apply Zhu et al.’s tool onto these very kernels
8
.

Discussion. Figure 17 shows the comparison between different kernel implementation systems.

Notice that Figure 17 compares different kernel implementations. Ansor and AutoTVM (Droplet

Search and XGB) receive, as input the same code: a kernel implemented in Python with libraries

from Apache TVM. TensorFlow receives a different implementation: kernels also written in Python,

but with libraries from the TensorFlow package. As an example, the API to invoke the ReLU

(rectified linear unit) kernel is tf.nn.relu(a_tf) in TensorFlow, and topi.nn.relu(a_tvm) in
Apache TVM. In short, Figure 17 is comparing two different Python libraries.

In every experiment, Apache TVMhas produced faster (or equally faster) kernels than TensorFlow,

be it through AutoTVM or Ansor. However, without scheduling, TensorFlow outperforms Apache

TVM in two kernels: convolution and depthwise convolution. We have not observed a statistical

difference between implementations of the reduction and the ReLU kernels, regardless of the library

or the scheduling approach adopted to optimize them. In this regard, we observe that neither Ansor

nor AutoTVM implement search for pooling, reduction, and ReLU. The implementation of these

kernels, as provided by Zhu et al., does not come with a template of optimization parameters. The

other kernels, in contrast, come with templates that enable thread blocking and tiling with shared

memory. Loop unrolling is not enabled by these parameters. Nevertheless, Figure 17 confirms some

of the results earlier observed by Zhu et al.: Kernels produced by Apache TVM tend to outperform

similar kernels produced via TensorFlow. However, contrary to Zhu et al., we have observed smaller

differences.

7
The A6000 GPU is only used in this section. Access to this hardware was kindly provided by the Discovery Lab (https:
//discovery.ic.unicamp.br/).

8
Roller, the tool implemented by Zhu et al. relies on RT Cores to speedup the execution of kernels. This tool uses functions

that are exclusive of Cuda v10.2 and TensorFlow v1.15.2. However, the RTX 3080—the only GPU that we have with RT cores—

is only compatible with Cuda v12.0 and TensorFlow v2.13.0. We could not downgrade the version of Cuda. Furthermore, a

direct change of APIs, to upgrade the versions of Cuda and TensorFlow in Roller was not enough to let us reuse the tool:

the updated version of the tool compiles successfully; however, it does not produce kernels. We faced similar issues when

trying to reuse another artifact that targets RT cores: Heron [Bi et al. 2023]. Heron was implemented with the Cuda v11.0

API. We have also updated it to use Cuda v12.0. The updated version compiles and produces kernels; however, these kernels

crash during execution.
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Microbenchs
Model 
(ms)

Model 
(ms)

Search 
(min)

Model 
(ms)

Search 
(min)

Model 
(ms)

Search 
(min)

Model 
(ms)

RTX3080 Original Droplet Autotvm (XGB) Ansor TensorFlow
matmul 0.01798 0.00577 2.50 0.00577 54.10 0.01266 37.96 0.24704

conv2d 414.85434 2.09061 24.38 2.18308 31.95 1.81956 72.39 43.88901
depthwise 63.78266 0.44082 44.46 0.44013 56.74 0.46296 64.67 25.03834
pooling 0.59630 0.59545 0.04 0.59525 0.04 0.96103 71.90 60.46896
reduce 0.31750 0.31340 0.02 0.31340 0.02 0.31243 2.69 9.07090
relu 0.00017 0.00017 0.02 0.00017 0.02 0.17265 0.18 4.73173

A6000 Original Droplet Autotvm (XGB) Ansor TensorFlow
matmul 0.01780 0.00626 2.61 0.00632 24.60 0.01166 39.20 0.38927
conv2d 367.64008 1.93585 60.13 1.79232 69.72 1.69408 69.72 20.15370
depthwise 52.25241 0.53334 44.05 0.53213 81.28 0.70036 67.01 14.51671
pooling 0.68824 0.68812 0.04 0.68820 0.05 1.13004 81.29 10.23547
reduce 0.38104 0.38100 0.02 0.38105 0.03 0.38019 2.97 6.10128
relu 0.00020 0.00020 0.02 0.00020 0.02 0.17265 0.38 3.76800

Fig. 17. Comparison between Apache TVM and TensorFlow on the six kernels made available by Zhu et al.
[2022], on two graphics processing units. This figure uses the same notation as Figures 11 and 18: dark boxes
indicate the fastest models, and gray boxes indicate the fastest search times. Light gray boxes indicate results
that are statistically similar. TensorFlow does not implement search.

4.7 RQ7 – Intra-Kernel Behavior
The models explored in Section 4.2 consist of multiple kernels: each layer is implemented as an

independent kernel. Droplet Search and all the other search techniques available in AutoTVM are

intra-kernel. Thus, kernels are optimized independently from each other. This section analyzes the

effects of Droplet Search on individual kernels and compares these effects with results obtained

by other scheduling techniques. By showing that Droplet Search finds similar configurations as

exhaustive techniques, we provide further evidence that the droplet expectation is common.

Methodology. We analyze each kernel of ResNet-18 and VGG-16 in separate, reporting search

time and kernel running time. Each kernel is extracted from its encompassing model via TVM’s

code generator. ResNet-18 and VGG-16 are our smallest networks, in number of kernels. We restrict

this study to only two models because the individual analysis of each kernel is time consuming

(meaning human time, not machine time). Nevertheless, we believe that these results could be

extrapolated to the other models, which sport similar implementations.

Discussion. Figure 18 shows how the search techniques fare on each layer of ResNet-18 and

VGG-16. We do not show results for Ansor, because, as Figure 9 shows, Ansor’s implementation

recognizes more layers on each model. Droplet Search never yields worse configurations than the

other search techniques. Furthermore, its search is faster, converging with fewer samples. In this

case, column “iter” in Figure 18 provides the number of kernel configurations evaluated by each

search technique. In contrast to Droplet Search, the other approaches used in AutoTVM do not have

a notion of convergence. The search stops once a determined number of kernel configurations is

visited. However, sampling is not equally divided among the kernels: AutoTVM draws more samples

for kernels that run for more time. As a example, the different search procedures of AutoTVM

sample Layer Five of ResNet-18 1,024 times, as Figure 18 shows. Droplet Search, in contrast, stops

after 120 iterations. The samples that Droplet Search evaluates depends more on the dimensions

of the layer, such as the number of channels, width and height of the filter used. The four largest
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resnet-18 Droplet Gridsearch Random GA XGB

Layer
Time
(ms)

Tuner
(s) iter

Time
(ms)

Tuner
(s) iter

Time
(ms)

Tuner
(s) iter

Time
(ms)

Tuner
(s) iter

Time
(ms)

Tuner
(s) iter

SUM

AVG

vgg-16 Droplet Gridsearch Random GA XGB

SUM

AVG

0 0.83 128 0.83 362.5 308 0.83 379.7 308 0.83 383.5 308 0.83 386.7 308

1 0.81 96 0.82 1079.2 980 0.81 1091.0 980 0.82 1098.4 980 0.82 1119.2 980

2 0.09 209 0.09 1115.8 980 0.09 1127.3 980 0.09 1128.4 980 0.09 1153.3 980

3 0.42 198 0.42 1045.9 896 0.42 1059.9 896 0.43 1052.8 896 0.42 1076.2 896

4 0.05 163 0.05 1019.4 896 0.05 1035.6 896 0.05 1033.7 896 0.05 1055.5 896

5 0.80 120 0.80 1130.1 1024 0.80 1137.3 1024 0.80 1149.0 1024 0.80 1168.1 1024

6 0.42 272 0.42 1020.4 864 0.43 1029.0 864 0.42 1026.5 864 0.42 1050.2 864

7 0.05 181 0.05 985.8 864 0.05 999.9 864 0.05 1000.4 864 0.05 1020.2 864

8 0.81 254 0.81 1086.9 972 0.81 1105.0 972 0.81 1114.9 972 0.82 1123.8 972

9 0.44 331 0.44 866.0 720 0.44 884.5 720 0.44 881.9 720 0.44 898.4 720

10 0.05 134 0.05 829.1 720 0.05 846.6 720 0.05 847.4 720 0.05 865.2 720

11 0.81 260 0.82 921.8 800 0.82 948.1 800 0.82 960.4 800 0.81 967.5 800

5.585 1522.5 2346 5.588 11463.0 10024 5.591 11643.9 10024 5.587 11677.1 10024 5.589 11884.3 10024

0.465 126.9 2346 0.466 955.3 835 0.466 970.3 835 0.466 973.1 835 0.466 990.4 835

0 0.60 57 1.21 377.8 308 0.60 380.2 308 0.60 382.1 308 0.60 384.3 308

1 13.13 112 15.74 1095.0 1078 13.14 1116.0 1078 13.13 1110.6 1078 13.16 1148.5 1078

2 6.30 107 7.63 1163.3 1232 6.29 1212.4 1232 6.30 1201.5 1232 6.30 1242.3 1232

3 12.74 107 15.14 1380.9 1408 12.74 1439.1 1408 12.80 1413.9 1408 12.91 1473.3 1408

4 6.34 121 7.98 1347.4 1440 6.36 1457.8 1440 6.34 1392.0 1440 6.36 1478.8 1440

5 121 17.84 1611.9 1620 12.80 1731.4 1620 12.79 1682.0 1620 12.79 1762.7 1620

6 6.26 104 8.52 1419.0 1440 6.27 1533.4 1440 6.27 1482.2 1440 6.28 1565.2 1440

7 12.77 124 16.14 1742.3 1600 12.84 1830.0 1600 12.79 1791.5 1600 12.76 1874.6 1600

8 107 4.77 1258.7 1200 3.24 1286.4 1200 3.24 1291.3 1200 3.24 1325.2 1200

74.13 957.9 960 94.97 11396.2 11326 74.28 11986.8 11326 74.27 11747.1 11326 74.40 12254.9 11326

8.24 106.4 107 10.55 1266.2 1258 8.25 1331.9 1258.4 8.25 1305.2 1258 8.27 1361.7 1258
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108.43.24

Fig. 18. The search techniques of AutoTVM applied on individual layers of deep-learning models on the AMD
R7-3700X. Evaluations average three samples. Light gray boxes mark running times that are statistically
similar with confidence level of 95%. Black boxes denote statistically significant running times. Gray boxes
mark statistically significant search times. The sum of search times approximates the results in Figure 11.
The sum of kernel times, i.e., “Time (ms)”, is strictly less than the running times reported in Figure 11.

layers in Figure 18 are, in this order: the 6
𝑡ℎ
, the 8

𝑡ℎ
, the 9

𝑡ℎ
and the 11

𝑡ℎ
. Incidentally, these layers

account for the largest number of samples observed by Droplet Search.

4.8 RQ8 – Convergence Rate
The convergence rate of a search mechanism used to solve the kernel scheduling problem measures

how fast that technique closes on its final solution. As mentioned in Section 4.7, the different tech-

niques that AutoTVM uses to solve kernel scheduling iterate until a fixed number of configurations

are evaluated. We have observed that it is often possible to stop iterations before, once a sufficiently

good configuration is reached. That is the approach adopted in Droplet Search, as Section 3.3 ex-

plains. In what follows, we investigate how the quality of the final solution to scheduling improves

as the number of evaluations progresses.

Methodology. We set the maximum number of iterations of AutoTVM’s grid, random, genetic

and XGB search to 10,000. This number, 10K, includes the evaluations of kernel configurations

in neighborhoods or speculative sets that Droplet Search uses. Ansor shall use the same limit of

evaluations. We then inspect the speed of the best kernel configuration that each one of these

search techniques find RestNet-18 throughout the search. We show results for ResNet-18 only;

however, we have evaluated the convergence rate for the other models. Results tend to be similar.
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Trials Trials

Fig. 19. Quality of the solution for kernel scheduling versus the number of evaluations (trials) used to find
that solution for ResNet-18. The blue star marks the convergence of the Droplet Search.

Discussion. Figure 19 shows the results of this experiment. Droplet Search usually converges to

the best solution before 10,000 evaluations. The fastest convergence was observed on the Intel CPU:

coordinate descent stabilized after 1,278 configurations were evaluated. Notice that convergence

happened before 2K evaluations in every CPU. The slowest convergence happened on the GTX GPU:

7,125 evaluations. Similarly, on the RTX, 6,502 configurations were evaluated. Similar results were

also observed on the other four models: Droplet Search stabilizes before 10K iterations; typically

before 3K iterations on the CPUs, and before 8K iterations on the GPUs.

5 RELATEDWORK
This paper aims to find the best concrete implementation for a given program. We recognize two

main approaches to this theme, which we shall call autotuning (e.g., compiler autotuning) and

scheduling (e.g., program autotuning, following Tollenaere et al. [2023] taxonomy). The latter is the

problem from Definition 2.7. These problems differ in two essential ways:

Training: In autotuning, the compiler is trained offline on many programs—its training set—

before being applied to an unknown program. Thus, the compiler uses information acquired

from general programs before optimizing a specific program. In scheduling, there is no
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pre-training phase: the compiler does not try to generalize the behavior of a universe of

programs to predict the behavior of an individual program.

Sampling: In autotuning, the compiler typically evaluates the target program once (although

there are exceptions, like in the work of Cavazos et al. [2007]), using, as a guide, the behavior

learned from observations made on the training set. In scheduling, the compiler is allowed

to run the target program multiple times. Information acquired from these executions will

guide the search for good optimizations.

Much of the current techniques employed in autotuning originate in the work of Cavazos and

his collaborators [Agakov et al. 2006; Ashouri et al. 2018, 2016; Cavazos et al. 2006; Cavazos and

O’Boyle 2006; Moss et al. 1997; Simon et al. 2013; Thomson et al. 2010]. The growing availability of

predictive models and benchmarks to train these models has made autotuning works common in

the recent literature [Brauckmann et al. 2020; Cummins et al. 2021a,b; Da Silva et al. 2021; Silva et al.

2021]. Figure 20 compares six autotuning-based techniques with six scheduling-based approaches.

Whereas autotuning typically concerns the optimization of general programs, scheduling is mainly

seen in the optimization of deep-learning models composed of kernels. Autotuning has been used,

for instance, to find good sequences of optimizations for clang [da Silva et al. 2021; Silva et al.

2021]; or to fine-tune the Hotspot JIT compiler [Cavazos and O’Boyle 2006].

Work Training Sampling Space Guide Target Platform
Rapidly Selecting Good Compiler Optimizations Using 
Performance Counters Y ± 25 list

Performance 
Counters Programs General

Exploring the Space of Optimization Sequences for Code-
Size Reduction: Insights and Tools Y 1 list

Program 
features Programs General

Method-specific dynamic compilation using logistic 
regression Y 1

vec[n], n is 4, 
9, or 20

Program 
features Functions JIT

Hybrid Optimizations: Which Optimization Algorithm to 
Use? Y 1 vec[1]

Program 
features Function JIT

Mapping Computations in Heterogeneous Multicore 
Systems with Statistical Regression on Program Inputs Y 1 vec[8] Input features Functions Parallel
Compiler-Based Graph Representations for Deep Learning 
Models of Code Y 1 vec[1]

Program 
features Programs Parallel

Ansor : Generating High-Performance Tensor Programs for 
Deep Learning N [1..] param list

Program 
features Kernels ML

Automatic Generation of High-Performance Convolution 
Kernels on ARM CPUs for Deep Learning N [1..] param list Grid search Convolutions ML
TVM: An automated end-to-end optimizing compiler for 
deep learning N [1..] params

Program 
features Kernels ML

Autotuning Convolutions Is Easier Than You Think N [1..] params
I/O complexity 

model Convolutions ML

I/O Lower Bounds for Auto-tuning of Convolutions in CNNs N [1..] params
I/O complexity 

model Kernels ML

This paper N [1..] params
Coordinate 

descent Kernels ML

Fig. 20. Qualitative comparison between different previous work. See Section 5 for the meaning of columns.
We classify the first six works as autotuning and the last six as scheduling problems.

The transformation Space. Scheduling techniques usually fix the sequence of optimizations

that form the search space, and vary their parameters [Chen et al. 2018; Tollenaere et al. 2023;

Zhang et al. 2021]. However, there are scheduling approaches that accept different transformation

vectors [Essadki et al. 2023; Meng et al. 2022; Phothilimthana et al. 2021; Zheng et al. 2020]. Within

the TVM community, these different transformation vectors are called templates. For instance, a
common technique—adopted in TVM’s Ansor—is to assume that each interchange of loops forms

a different template. Figure 20 distinguishes fixed vectors as “params” and templated vectors as
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“param list”. Autotuning usually fix the parameters of each optimization; however, they have more

freedom to compose sequences of optimizations. For instance, Cavazos et al. [2007] form sequences

of 500 optimizations drawn from a universe of 121 possible compilation flags. This approach is also

adopted by Silva et al. [2021]: they produce lists of up to 100 elements drawn from approximately

80 compilation flags. Figure 20 uses the notation “list” to denote this way to build the search space.

In Figure 20, we denote fixed-length vectors as “vec[𝑛]”.

The Search Guide. Techniques used in autotuning or scheduling differ in how the search for good

transformation sequences is performed. In this paper, we use coordinate descent. Our approach

does not depend on static characteristics of the program; only on its dynamic behavior. Several

search techniques use program features (static characteristics) to steer the search. These techniques

are usually data-agnostic. An exception is the work of Da Silva et al. [2021], who use the runtime

values of inputs to choose program configurations. Da Silva et al. capitalize on the convexity of the

search space; however, in their case, tuning is guided by linear regression, not coordinate descent.

Recent scheduling techniques have used analytical models to prune the search space [Kaufman

et al. 2021; Mogers et al. 2022; Tollenaere et al. 2023; Zhang et al. 2021]. Mogers et al. [2022] have

shown, in the context of the Lift compiler [Steuwer et al. 2016], that pruning can be very effective,

as “only 1 out of 49,000 candidates [generated by random search to optimize convolution] satisfies the
constraints [hence is valid]”. Pruning is orthogonal to the search techniques that Section 5 evaluates.

For instance, an interesting continuation of the ideas in this paper would be to use Tollenaere

et al.’s cost model to remove from the active neighborhood kernel configurations that are unlikely

to improve on the best candidate seen by coordinate descent.

6 CONCLUSION
This paper has introduced a new kernel scheduling technique—droplet search—and has demon-

strated its effectiveness by optimizing the code of six different deep learning models on six different

hardware architectures. Droplet Search relies on the following observation: the optimization space

formed by code transformation parameters usually determines a convex region that includes the

origin of this space (no optimization) and the best kernel configuration that this space contains.

Experiments show that Droplet Search tends to find kernels as efficient as any of the other search

techniques available in AutoTVM; however, it does so faster. Droplet Search also compares well

with TVM’s Ansor, despite using a much smaller pool of optimizations.

Droplet Search is currently available in Apache TVM. This implementation still offers room for

improvements. In particular, its convergence rate on large search spaces can be slow. Furthermore,

this implementation could benefit more from parallelism, because it keeps only one best candidate

at any time. We conjecture that coordinate descent could be modified to use multiple line searches;

hence, offeringmore opportunities for parallelization. Finally, the current implementation of Droplet

Search explores the parameters of only four TVM optimizations: tiling, unrolling, thread blocking

and shared memory tiling. Adding more optimizations to this list would be a welcome improvement

to that implementation. All these ideas are directions that we hope to see explored in the future.
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