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LINEAR CLASSIFIER

• ො𝑦𝑤 𝑥 = 𝑠𝑖𝑔𝑛 𝑊𝑇𝑥 = 1𝑊𝑇𝑥≥0

• HOW TO FIND 𝑊 GIVEN DATA SET 𝑍?

• 𝑊 = 𝑎𝑟𝑔MIN
𝑤

𝐿𝑍
0−1 ො𝑦𝑤

• HOW TO MINIMIZE?



HARDNESS OF LINEAR CLASSIFICATION

• IN GENERAL, FINDING THE LINEAR SEPARATOR WITH

MINIMUM CLASSIFICATION ERROR IS NP-HARD (WITH

RESPECT TO 𝑑)

• UNLESS….

• DATA IS LINEARLY SEPARABLE!

• ..OR OPTIMIZE A SURROGATE LOSS FUNCTION INSTEAD!

• CAN’T WE JUST GO INTO HIGHER DIMENSIONS TO MAKE

THE DATA LINEARLY SEPARABLE?



SURROGATE LOSS FUNCTIONS

• SO FAR, WE ASSUMED THE CLASSIFIER RETURNS A DISCRETE VALUE

• E.G., ො𝑦𝑤 = 𝑠𝑖𝑔𝑛 𝑊𝑇𝑥 ∈ {0,1}

• WHAT IF THE CLASSIFIER’S OUTPUT IS CONTINUOUS

• E.G., ො𝑦𝑤 = 𝑊𝑇𝑥

• ො𝑦 WILL CAPTURE THE “CONFIDENCE” OF THE CLASSIFIER TOO

• OTHER (CONTINUOUS) LOSS FUNCTIONS

• MARGIN LOSS, CROSS-ENTROPY/NEGATIVE-LOG-LIKELIHOOD LOSS, …

• POTENTIAL BENEFITS?

• EASIER TO OPTIMIZE

• MITIGATE OVERFITTING



SQUARED LOSS FOR CLASSIFICATION?

• WE WILL GET TO BACK TO SURROGATE LOSS FUNCTIONS



LINEARLY SEPARABLE DATA



LINEARLY SEPARABLE DATA

• A BINARY CLASSIFICATION DATA SET 𝑍 = (𝑥𝑖 , 𝑦𝑖)
𝑖=1

𝑛
IS

LINEARLY SEPARABLE IF

• THERE EXISTS 𝑊∗ SUCH THAT

• FOR EVERY 𝑖 ∈ [𝑛] WE HAVE SGN < 𝑥𝑖 ,𝑊∗ > = 𝑦𝑖

• OR EQUIVALENTLY, FOR EVERY 𝑖 ∈ [𝑛] WE HAVE (𝑊∗𝑇𝑥𝑖)𝑦𝑖 > 0

• IN OTHER WORDS, THE CLASSIFICATION ERROR ON 𝑍 IS 0

• CAN WE FIND 𝑊∗ EFFICIENTLY FOR LINEARLY SEPARABLE

DATA?



LINEAR PROGRAMMING

• STANDARD LP PROBLEM:

𝐦𝐚𝐱
𝒘∈ℝ𝒅

< 𝒖,𝒘 >

𝒔. 𝒕. 𝑨𝒘 ≥ 𝒗

• LP PROBLEMS CAN BE SOLVED EFFICIENTLY!





LP FOR CLASSIFICATION

• DATA IS LINEARLY SEPARABLE SO

• ∃𝑊∗ S.T. ∀𝑖 ∈ [𝑛], (𝑊∗𝑇𝑥𝑖)𝑦𝑖 > 0

• SO,

• ∃𝑊∗, 𝛾 > 0 S.T. ∀𝑖 ∈ [𝑛], 𝑊∗𝑇𝑥𝑖 𝑦𝑖 ≥ 𝛾

• SO,

• ∃𝑊∗, S.T. ∀𝑖 ∈ [𝑛], 𝑊∗𝑇𝑥𝑖 𝑦𝑖 ≥ 1



LP FOR LINEAR CLASSIFICATION

• DEFINE 𝐴 = 𝑥𝑗
𝑖𝑦𝑖

𝑛×𝑑

• THEN FINDING THE OPTIMAL 𝑊 IS EQUIVALENT TO

𝐦𝐚𝐱
𝒘∈ℝ𝒅

< 𝟎,𝒘 >

𝒔. 𝒕. 𝑨𝒘 ≥ 𝟏

• WE CAN USE OFF-THE-SHELF LP SOLVERS.

• WHAT IF THE BEST 𝑊 DOES NOT GO THROUGH THE

ORIGIN? (IT HAS A BIAS OR INTERCEPT)?





APPROACH 2: PERCEPTRON

• PROPOSED IN 50’S BY ROSENBLATT

• PREDECESSOR OF NEURAL NETWORKS

• MULTI-LAYER PERCEPTRON!



ROSENBLATT'S PERCEPTRON

• IN EACH UPDATE, 𝑊 BECOMES “MORE CORRECT” ON 𝑥𝑖

• HTTPS://PHIRESKY.GITHUB.IO/KOGSYS-DEMOS/NEURAL-NETWORK-DEMO/?PRESET=ROSENBLATT+PERCEPTRON



THE GREEDY UPDATE

• IN EACH UPDATE, 𝑊 BECOMES “MORE CORRECT” ON 𝑥𝑖:

• WHAT ABOUT OTHER 𝑥𝑗’S?
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