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PROBABILISTIC MODELS OF CLASSIFICATION

• ASSUME THAT THE DATA IS BEING GENERATED FROM A

DISTRIBUTION FROM A CERTAIN FAMILY OF (PARAMETRIC) 

DISTRIBUTIONS

• E.G., ASSUME EACH CLASS IS A GAUSSIAN…

• ESTIMATE THE PARAMETERS USING THE OBSERVED DATA

• E.G., MAXIMUM LIKELIHOOD

• INFER THE LABEL OF EACH TEST POINT USING THE ESTIMATED

PARAMETERS



GAUSSIAN DISCRIMINANT ANALYSIS

• 𝑃 𝑥 𝑦 = 0, 𝜇0, 𝜇1, 𝛽 =
1
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• 𝑃 𝑥 𝑦 = 1, 𝜇0, 𝜇1, 𝛽 =
1
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• 𝑃 𝑦 = 1 𝜇0, 𝜇1, 𝛽 = 𝛽, 𝑃 𝑦 = 0 𝜇0, 𝜇1, 𝛽 = 1 − 𝛽



EXAMPLE



MAXIMUM LIKELIHOOD ESTIMATE





INFERENCE

• NOW WE HAVE ESTIMATED THE PARAMETERS 𝜇0, 𝜇1, 𝛽

• HOW CAN WE PREDICT THE LABEL OF A NEW TEST POINT?



INFERENCE





COMPUTING P(Y=0|X,…)?



GENERALIZATION: CORRELATED FEATURES 

• GAUSSIAN WITH CORRELATED FEATURES

• COVARIANCE MATRIX:

• Σ = 𝐸[ 𝑥 − 𝜇 𝑥 − 𝜇 𝑇]



NAÏVE BAYES CLASSIFIERS

• THE NAÏVE BAYES ASSUMPTION:

• GIVEN THE LABEL, THE COORDINATES ARE STATISTICALLY

INDEPENDENT

• 𝑃 𝑥 𝑦 = 𝑘, Θ = 𝜋𝑗𝑃 𝑥𝑗 𝑦 = 𝑘, Θ

• CHOICES FOR 𝑃 𝑥 𝑦 = 𝑖, Θ

• GAUSSIAN, CATEGORICAL, BINOMIAL, ETC.

• HOW TO FIND MOST PROBABLE Y? 



NAÏVE BAYES – INFERENCE



NAÏVE BAYES CLASSIFIERS

• ONLY NEED TO ESTIMATE THE DISTRIBUTION OF EACH

COORDINATE SEPARATELY GIVEN THE LABEL.

• NO CURSE OF DIMENSIONALITY

• FAST COMPUTATION FOR LEARNING AND PREDICTION

• ASSUMPTION IS VERY STRONG – MAY BE FAR FROM REALITY





GENERATIVE (GAUSSIAN) ASSUMPTION

• TOO RESTRICTIVE?



GENERATIVE VS DISCRIMINATIVE MODELS

• PROBABILISTIC GENERATIVE MODELS

• TRY TO MODEL 𝑃(𝑥, 𝑦)

• E.G., MODEL 𝑃(𝑥|𝑦) AND 𝑃(𝑦)

• WE ARE MODELING 𝑃(𝑥) AS WELL

• PROBABILISTIC DISCRIMINATIVE MODELS

• TRY TO MODEL 𝑃(𝑦|𝑥) ONLY

• NO NEED TO KNOW OR MODEL 𝑃(𝑥)

• E.G., LOGISTIC REGRESSION

• NON-PROBABILISTIC DISCRIMINATIVE APPROACHES
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