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NAÏVE BAYES CLASSIFIERS

• THE NAÏVE BAYES ASSUMPTION:

• GIVEN THE LABEL, THE COORDINATES ARE STATISTICALLY

INDEPENDENT

• 𝑃 𝑥 𝑦 = 𝑘, Θ = 𝜋𝑗𝑃 𝑥𝑗 𝑦 = 𝑘, Θ

• CHOICES FOR 𝑃 𝑥 𝑦 = 𝑖, Θ

• GAUSSIAN, CATEGORICAL, BINOMIAL, ETC.

• HOW TO FIND MOST PROBABLE Y? 



NAÏVE BAYES – INFERENCE



NAÏVE BAYES CLASSIFIERS

• ONLY NEED TO ESTIMATE THE DISTRIBUTION OF EACH

COORDINATE SEPARATELY GIVEN THE LABEL.

• NO CURSE OF DIMENSIONALITY

• FAST COMPUTATION FOR LEARNING AND PREDICTION

• ASSUMPTIONS ARE STRONG – MAY BE FAR FROM REALITY

• INDEPENDENCE OF FEATURES

• “THE GENERATIVE ASSUMPTION”



GENERATIVE (GAUSSIAN) ASSUMPTION



GENERATIVE VS DISCRIMINATIVE MODELS

• PROBABILISTIC GENERATIVE MODELS

• TRY TO MODEL 𝑃(𝑥, 𝑦)

• I.E., LEARN BOTH 𝑃(𝑥|𝑦) AND 𝑃(𝑦)

• WE ARE LEARNING 𝑃(𝑥) AS WELL

• PROBABILISTIC DISCRIMINATIVE MODELS

• TRY TO MODEL 𝑃(𝑦|𝑥) ONLY

• NO NEED TO LEARN OR MODEL 𝑃(𝑥)

• E.G., LOGISTIC REGRESSION

• NON-PROBABILISTIC DISCRIMINATIVE APPROACHES



LOGISTIC REGRESSION

• ASSUME THERE IS A PLANE IN ℝ𝑑, PARAMETRIZED BY 𝑊

• 𝑊 SEPARATES THE TWO CLASSES ``NICELY’’

• NEAR THE BOUNDARY, LABELS ARE (MORE) RANDOM

• THE MORE WE GET AWAY FROM THE BOUNDARY, THE MORE

DETERMINISTIC THE LABELS ARE



LOGISTIC REGRESSION

• 𝑃 𝑌 = 1 𝑥,𝑊 = 𝜎 𝑊𝑇𝑥

• 𝑃 𝑌 = −1 𝑥,𝑊 = 1 − 𝜎 𝑊𝑇𝑥

• 𝑃 𝑥 𝑊 = 𝑃(𝑥)

• WHERE

• 𝜎 𝑎 =
1

1+𝑒−𝑎



MAXIMUM LIKELIHOOD

• 1 − 𝜎 𝑎 = 𝜎(−𝑎)

• 𝑃 𝑌 = 𝑦 𝑥,𝑊 = 𝜎 𝑦𝑊𝑇𝑥

• 𝑊𝑀𝐿 =





ANOTHER EQUIVALENT FORM

• FOR 𝑦 ∈ −1,1 , 𝑃 𝑌 = 𝑦 𝑥,𝑊 = 𝜎(𝑦𝑊𝑇𝑥)

• CHANGE TO 𝑦 ∈ 0,1 ,

• 𝑃 𝑌 = 𝑦 𝑥,𝑊 = 𝜎 𝑊𝑇𝑥 𝑦(1 − 𝜎 𝑊𝑇𝑥) 1−𝑦

• 𝐿𝑜𝑔 𝑃 𝑌 = 𝑦 𝑥,𝑊 = 𝑦 𝐿𝑂𝐺 𝜎 𝑊𝑇𝑥 + 1 − 𝑦 𝐿𝑂𝐺 (1 − 𝜎 𝑊𝑇𝑥)

• 𝑝 = 𝜎 𝑊𝑇𝑥 ∈ 0,1

• 𝑝 IS A PROBABILITY, REPRESENTES THE CONFIDENCE OF THE MODEL

• MAXIMIZE σ𝑖=1
𝑛 𝑦𝑖 LOG𝑝𝑖 + 1 − 𝑦𝑖 LOG(1 − 𝑝𝑖

• RELATED TO THE CROSS ENTROPY LOSS (MORE ON THIS LATER)



OPTIMIZING THE LIKELIHOOD

• NO CLOSED FORM SOLUTION

• BUT STILL A CONCAVE FUNCTION

• COMPUTER THE GRADIENT

• USEFUL FACT: 
𝜕𝜎(𝑎)

𝜕𝑎
= 𝜎(𝑎) (1-𝜎(𝑎))

• DO GRADIENT DESCENT

• ….OR USE AUTOMATIC DIFFERENTIATION!
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