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UNIVERSAL APPROXIMATION THEOREM

ANY POTENTIAL DRAWBACK FOR NEURAL NETS? 

• MORE FLEXIBLE MODELS REQUIRE MORE TRAINING DATA

• “NO FREE LUNCH”

• COMPUTATIONAL COMPLEXITY

HOW CAN WE ADDRESS THESE DRAWBACKS? OTHER MODELS?

• INCORPORATE DOMAIN KNOWLEDGE

• MORE ON THIS LATER

• IS THERE A POINT IN HAVING MORE THAN ONE HIDDEN LAYER?



FEED-FORWARD NNS FOR SUPERVISED 

LEARNING
• LOSS FUNCTION?

• REGRESSION

• CLASSIFICATION

• OUTPUT LAYER?

• REGRESSION

• CLASSIFICATION

• OTHER KINDS OF LAYERS/ARCHITECTURES?



REGRESSION: LEAST SQUARES EXAMPLE





REGRESSION WITH NNS

• THE OUTPUT LAYER CAN BE

• JUST LINEAR (NO ACTIVATION FUNCTION)

• LINEAR + RECTIFIED LINEAR UNITS (RELU)

• LINEAR + SIGMOID

• LINEAR + HYPERBOLIC TANGENT

• LOSS FUNCTION

• SQUARED LOSS

• ABSOLUTE LOSS (ℓ1)

• …



CLASSIFICATION WITH NNS

NUMBER OF OUTPUTS?

• SINGLE OUTPUT (BINARY CLASSIFICATION)

• ONE-HOT ENCODING (BINARY OR MULTICLASS)



CLASSIFICATION WITH NNS

OUTPUT LAYER AND LOSS FUNCTION?

• OUTPUT LAYER: LINEAR + “THRESHOLD/ARGMAX”?

• LOSS: 0-1 FUNCTION?



CLASSIFICATION WITH NNS

OUTPUT LAYER AND LOSS FUNCTION?

• OUTPUT LAYER: LINEAR + SOFTMAX

• LOSS: NEGATIVE LOG-LIKELIHOOD (CROSS-ENTROPY)

• IN PYTORCH, CROSSENTROPY LOSS INCLUDES A SOFTMAX



LOGISTIC REGRESSION



MULTIPLE LAYERS MODELS



LINEAR CLASSIFICATION WITH HINGE LOSS



STOCHASTIC GRADIENT DESCENT



WHAT IS MISSING?

• ∇W E 𝑤, 𝑏 = σ𝑖 ∇W 𝑙 𝑓𝑤,𝑏(𝑥
𝑖), 𝑦𝑖

• HOW TO CALCULATE ∇W 𝑙 𝑓𝑤,𝑏(𝑥
𝑖), 𝑦𝑖 ?

• THIS CAN BE COMPUTATIONALLY EXPENSIVE



NAÏVE APPROACH



COMPUTING THE GRADIENT?

• NAÏVE APPROACH:

• COMPUTATIONALLY EXPENSIVE FOR DEEP MODELS

• SOME OF THE COMPUTATIONS ARE REPETITIVE

• WHAT TO DO?

• A KIND OF “DYNAMIC PROGRAMMING”

• BACK PROPAGATION



BACK-PROPAGATION

• USE CHAIN RULE (FOR VECTOR-VALUED FUNCTIONS)

• LINEAR TIME IN TERMS OF THE NUMBER OF WEIGHTS!

• FORWARD PHASE

• COMPUTE THE INPUT/OUTPUTS OF ACTIVATION FUNCTIONS

• BACKWARD PHASE

• COMPUTE THE GRADIENTS, LAYER-BY-LAYER







MULTI-VARIATE CHAIN RULE 

AND A MODULAR APPROACH
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